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Summary

In a recent paper Srivenkataramana [5] suggested a new product-type estimator which is complementary, in a certain sense, to the traditional ratio estimator. In this note some results are derived concerning the efficiency of his estimator over the mean per unit estimator and the traditional ratio estimator under a super-population model.

Keywords : Bias; Efficiency; Finite population; Product-type estimator; Ratio estimator; Super-population model.

## Introduction

Consider a finite population with $N$ units and let $x_{i}$ and $y_{i}$ denote the values for two positively correlated characters $x$ and $y$ respectively for the $i$ th unit in this population, $i=1,2, \ldots, N$. Assume that the population mean $\bar{X}$ of $x$ is known. Let $\bar{x}$ and $\bar{y}$ be the sample means of $x$ and $y$ respectively based on a srswor of $n(n<N)$ units. Then the traditional ratio estimator $\tilde{y}_{r}=\bar{y}(\bar{X} \mid \bar{x})$ is used to improve upon the simple unbiased estimator $\bar{y}$ as an estimator of the population mean $\bar{Y}$ of $y$ when the correlation between $x$ and $y$ is highly positive.

Srivenkataramana [5] proposed a new product-type estimator defined by

$$
\bar{y}_{\mathrm{a}}=\boldsymbol{j} \frac{N \bar{X}-n \bar{x}}{(N-n) \bar{X}}
$$

which is more efficient than $\bar{y}$ or $\bar{y}_{r}$ when

$$
\frac{K}{2}<\rho \frac{C_{y}}{C_{x}}<\frac{1+K}{2}
$$

where $C_{x}$ and $C_{y}$ denote the coefficient of variations of $x$ and $y$ respectively, $\rho$ denotes the correlation coefficient between $x$ and $y$, and $K=$ $n / N-n$. Since, $\bar{y}_{r}$ is less efficient than $\bar{y}$ when $p\left(C_{y} / C_{x}\right)<\frac{1}{2}$, Srivenkataramana suggested that $\bar{y}_{a}$ is complementary to $\tilde{y}_{r}$ in the sense that, when $\bar{y}_{r}$ is inferior to $\bar{y}$ it is also inferior to $\bar{y}_{a}$.

In the present note the efficiencies of these strategies under a superpopulation model concerning the relationship between $y$ and $x$ are compared. The results indicate that in most cases $\bar{y}_{a}$ is superior to $\bar{y}$ and inferior to $\bar{y}_{r}$.

Following Cochran [2] it is assumed that the finite population under consideration is itself a random sample from a hypothètical super-population for which

$$
\begin{equation*}
y_{i}=\beta x_{i}+e_{i} \forall i \tag{I}
\end{equation*}
$$

such that $\mathcal{G}\left(e_{i} / x_{i}\right)=0$,

$$
\mathcal{L}\left(e_{i}^{2} / x_{i}\right)=\delta x_{i}^{q}
$$

and $\quad \mathcal{E}\left(e_{i} e_{j} / x_{i}, x_{j}\right)=0$ for $i \neq j$
where $0<\delta<\infty, 0 \leqslant g \leqslant 2$ and ${ }_{6}$ denotes the expectation with respect to the distribution of $e_{i}^{\prime} s$ over the hypothetical super-population. Further, following Durbin (1959), Tin [6] Rao and Webeter [4] and others, assume that $x_{i}^{\prime}$ s are i. d. gamma variates with parameter $h$.

## Efficiency Comparisons

The usual expression for the bias and the approximate expression for the variance of $\bar{y}_{a}$ based on srswor scheme are

$$
B\left(\bar{y}_{a}\right)=-\frac{1}{N(N-1) \bar{X}} \sum_{i=1}^{N} y_{i}\left(x_{i}-\bar{X}\right)
$$

and $V\left(\bar{y}_{a}\right)=\frac{N-n}{N n(N-1)} \sum_{i=1}^{N}\left[y_{i}-K R x_{i}-(1-K) \bar{Y}\right]^{2}$,
where $R=\bar{Y} / \bar{X}$.
Unlike $\bar{y}_{r}$, the bias of $\bar{y}_{a}$ is independent of $n$ and hence it is not a consistent estimator of $\bar{Y}$.

The expressions for the bias and variance of $\dot{\boldsymbol{y}}_{a}$ under (I) using Rao and Webster's [4] theorem are obtained as follows:

Let $z_{1}, z_{2}, \ldots, z_{n}$ be independent gamma variates with parameter $h$. Then for $i \neq j$

$$
\begin{equation*}
E\left[\frac{z_{i}^{a} z_{j}^{b}}{\left(\sum_{i=1}^{n} z_{i}\right)^{c}}\right]=\frac{\sqrt{a+h} \mid \overline{b+h}}{(\mid \bar{h})^{2}} \frac{1}{{\underset{\pi}{t=1}}_{c}(n h+a+b-t)} \tag{1}
\end{equation*}
$$

where $a, b$ and $c$ are non-negative integers.
Using relation (1) under the model we get

$$
\begin{align*}
\mathscr{E} B\left(\bar{y}_{a}\right) & =-\frac{\beta h}{N h+1}  \tag{2}\\
\text { and } \mathscr{\mathscr { L }} V\left(\bar{y}_{a}\right) & =\frac{N-n}{N n}\left[(1-K)^{2} \beta^{2} h+\frac{\delta \mid \overline{h+g}}{\mid \bar{h}(N h+g)(N h+g+1)}\right. \\
\{N h(N h+2) & \left.\left.+N h(2 g-K-1)(1-K)+g(1+g)(1-K)^{2}\right\}\right],
\end{align*}
$$

Again, under (I) $\bar{y}_{r}$ is unbiased and

$$
\begin{equation*}
\mathcal{\varrho} V(\bar{y})=\frac{N-n}{N n}\left[\beta^{2} h+\frac{\delta \sqrt{h+g}}{\sqrt{h}}\right] \tag{4}
\end{equation*}
$$

and following Arnab (1979)

$$
\begin{equation*}
\delta V\left(\bar{y}_{r}\right)=\frac{N-n}{N n}\left[\frac{\delta \mid \overline{h+g} N h(N h+2)}{\sqrt{h}(N h+g)(N h+g+1)}\right] \tag{5}
\end{equation*}
$$

From (3) and (4) we find that

$$
\begin{align*}
\varrho V(\bar{y})-\S V\left(\dot{y}_{a}\right) & =\frac{1}{N}\left[(2-K) \beta^{2} h\right. \\
& \left.+\frac{\delta \mid \overline{h+g}\{N h(2 g-K)+g(1+g)(2-K)\}}{\mid \bar{h}(N h+g)(N h+g+1)}\right] \tag{6}
\end{align*}
$$

Hence, from (6), $\bar{y}_{a}$ is more efficient than $\bar{y}$ if $K \leqslant 2$ and $g>K / 2$ i. e. if $n \leqslant 2 / 3 N$ and $g>n / 2(N-n)$ and $\bar{y}_{a}$ is less efficient than $\bar{y}$ if $K \geqslant 2$ and $g<K / 2$. $\bar{y}_{a}$ may also be more efficient than $\bar{y}$ even when $K<2$ and $g<K / 2$. When $g \geqslant \frac{1}{2}, \bar{y}_{a}$ is more efficient than $\bar{y}$ if $K \leqslant 1$ i.e. $n \leqslant N / 2$. If $g$ and $K$ are negligible compared to $N h$ then $\bar{y}_{a}$ is more efficient than $\tilde{y}$ whenever $K<2$. However, when $K=2$ and $g=1$, the two estimators are equally efficient.
table 1-RELATIVE EfFICIENCIES OF THE STRATEGIES

| $g$ | $\beta$ | $n=10$ |  | $n=20$ |  | $n=30$ |  | $n=40$ |  | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $E_{1}$ | $E_{2}$ | $\overline{E_{1}}$ | $E_{2}$ | $E_{1}$ | $E_{2}$ | $E_{1}$ | $E_{2}$ |  |
| 0.0 | 0.5 | 121.95 | 61.09 | 159.93 | 80.13 | 199.56 | 100.0 | 99.58 | - 49.89 |  |
|  | 1.0 | 140.45 | 28.15 | 249.94 | 50.09 | 498.96 | 100.0 | 99.83 | 20.00 |  |
|  | 1.5 | 147.92 | 14.82 | 307.64 | 30.82 | 997.93 | 100.0 | 99.92 | 10.01 |  |
| 0.5 | 0.5 | 110.54 | 81.84 | 124.77 | 91.81 | 135.90 | 100.0 | 99.69 | 73.35 |  |
|  | 1.0 | 126.96 | 52.12 | 179.33 | 73.61 | 243.62 | 100.0 | 99.82 | 40.98 |  |
|  | 1.5 | . 137.93 | 32.59 | 234.12 | 55.33 | 423.14 | 100.0 | 99.90 | 23.61 |  |
| 1.0 | 0.5 , | 104.24 | 92.46 | 109.26 | 96.91 | 112.73 | 100.0 | 100.00 | 88.70 |  |
|  | 1.0 | 113.70 | 75.64. | 133.52. | 88.83 | 150.31 | 100.0 | 100.00 | 66.53 |  |
|  | 1.5 | 123.60 | 58.04 | 166.06 | 77.98 | 212.94 | 100.0 | 100.00 | 46.96 |  |
| 1.5 | 0.5 | 101.60 | 97.07 | 103.40 | 98.79 | 104.66 | 100.0 | 100.39 | 95.92 |  |
|  | 1.0 | 105.59 | 89.96 . | 112.43 | 95.78 | 117.38 | 100.0 | 100.35 | 85.49 |  |
|  | 1.5 | 111.11 | 80.17 | 126.33 | 91.16 | 138.59 | 100.0 | 100.30 | 72.37 |  |
| 2.0 | 0.5 | 100.65 | 98.66 | 101:40 | 99.39 | 102.02 | 100.0 | 100.82 | 98.82 |  |
|  | 1.0 | 102.09 | 96.11 | 104.48 | 98.37 | 106.21 | 100.0 | 100.78 | 94.89 |  |
|  | 1.5 | 104.31 | 92.15 | 109.48 | 96.71 | 113.20 | 100.0 | 100.73 | 88.98 |  |

Again, from (3) and (5) we have

$$
\begin{align*}
\mathscr{G} V\left(\bar{y}_{a}\right) & -\mathcal{E} V\left(\dot{y}_{r}=\frac{N-n}{N n}\left[(1-K)^{2} \beta^{2} h\right.\right. \\
& \left.+\frac{(1-K) \delta \mid \overline{h+g}\{N h(2 g-K-1)+g(1+g)(1-K)\}}{\mid \bar{h}(N h+g)(N h+g+1)}\right] \tag{7}
\end{align*}
$$

So, in situations where $K<1$ and $g \geqslant 1+K / 2$, i.e. $n<N / 2$ and $g \geqslant N / 2(N-n), \bar{y}_{r}$ will be more efficient than $\bar{y}_{a}$. If $g \geqslant 1, \bar{y}_{r}$ is more efficient than $\bar{y} a$ when $K<1$. If $g$ and $K$ are negligible compared to $N h$, $\bar{y}_{\mathrm{r}}$ will be more efficient than $\bar{y}_{a}$. In situations where $K=1, \bar{y}_{r}$ and $\bar{y}_{a}$ are equally efficient.

Remark. The conditions for the superiority of different estimators derived above are only sufficient conditions. The necessary conditions are, however, difficult to get.

## Numerical Values of Ralative Efficiencies of the Strategies

Defining $E_{1}=100 £ V(\bar{y}) / \& V\left(\tilde{y}_{a}\right)$ and $E_{2}=100 £ V\left(\bar{y}_{r}\right) / \& V\left(\dot{y}_{a}\right)$ we present below in Table 1 the values of the relative efficiencies of $\bar{y}_{a}$. with respect to $\bar{y}$ and $\bar{y}_{r}$ for a few combinations of the parametric values under the model (I). Values are given for $N=60, \delta=2.0$ and $h=8.0$.

From the above results we may conclude that, for the given model, $\bar{y}_{a}$ is not better than $\bar{y}_{r}$ which contradict the complementarity hypothesis of Srivenkataramana.
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